SEGMENTATION OF CELL STRUCTURES USING MODEL-BASED SET COVERING WITH ITERATIVE REWEIGHTING
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ABSTRACT

We present a new method for cell segmentation which combines a marked point process model with a combinatorics-based method of finding global optima. The method employs an energy term that assesses possible segmentations by their fidelity to both local image information and a simple model of cell interaction, and we use a randomized iterative reweighting technique for its minimization. Our approach was successfully applied to cell microscopy images of varying difficulty and experimentally compared with both a standard segmentation method as well as a method based on Multiple Birth and Cut [1]. The proposed method is found to improve upon previous approaches.

Index Terms—Cell Segmentation, Iterative Candidate Reweighting, Randomized Set Covering, Marked Point Process

1. INTRODUCTION

The task of segmenting cell nuclei or whole cells in microscopy images poses a major challenge for current biomedical imaging applications. As a result of new techniques for microscopy imaging such as SPIM [2], the amount of image data has been growing continuously over the last years. Applications such as high-throughput screenings have made manual segmentation increasingly infeasible, giving rise to the development of various automated approaches. In the context of cell (nuclei) segmentation, especially densely populated microscopy images with a large number of clustering cells are challenging for current segmentation algorithms.

Previous approaches for cell segmentation are primarily based on intensity thresholding, feature detection, morphological filtering, region accumulation or deformable model fitting (see [3] for an overview). Some recent efforts focus on the generation of seeds required to initialize region accumulation methods such as marker-controlled watershed as well as deformable model fitting approaches such as active contours. The segmentation results of these methods strongly depend on a proper choice of seed points. One strategy for seed generation entails calculating seeds directly from the image, for example, based on the image gradient for initializing active contours.

In cases where local image information is not sufficient, an a priori model of object interaction, for example, based on Marked Point Processes (MPP), can be incorporated into the segmentation. Among others, [4],[5] employed this Bayesian approach: A good segmentation is defined as the set of objects – or “candidates” – that minimize an energy function. This energy function measures fidelity to both image data and a simplified model of pairwise interaction of the segmented objects. Resulting energies are, however, usually highly non-convex, and global optimization is not computationally feasible in practice. A recent approach [6],[1] solves this problem by iteratively selecting a random set of candidates, and performing the minimization locally on this set. However, sampling globally optimal candidates from a uniform distribution over a large number of candidates requires many resampling steps. In [6] this problem is addressed by alternating between sampling completely random candidates and local perturbations of the previous segmentation.

In this contribution, we present Model-Based Set Covering (MBSC), a different approach compared to [6] for achieving faster convergence: A model-based energy is iteratively minimized over a random set of candidates, but the distribution according to which they are sampled is reweighted in each step. This update is based on the Geometric Set Cover algorithm in [7]. The idea is to regard segmentation as the problem of finding a minimal set of candidates that cover all object pixels. The probability of sampling such a set can be shown to systematically increase in each step under mild conditions, leading to convergence in almost surely finite time. The Geometric Set Cover algorithm can be seen as a special case of the multiplicative weights method described in [8].

In the following sections 2 and 3, we briefly discuss our choice of candidate model for segmentation and the energy model. Then, in section 4, we introduce our new method for updating the sampling probabilities. Section 5 provides a quantitative evaluation using fluorescently labeled neuroblastoma cell images of different cell density as well as a comparison with previous approaches.

2. SETTING AND CHOICE OF CANDIDATES

In the following, a “candidate” is a set of points that represent possible segmentations of single cells. Given a set of discrete candidates C, our goal is to find those that fit the image best without violating our a priori model of cell interaction.

For simplicity, as well as computational speed, we confine ourselves to the easily parameterizable case of circles with varying centers and radii as candidates for cell shapes. However, the use of either shapes of higher parameter dimension, for example, ellipses, or a set of candidates that is not parameterized at all, as used, for example, in [9], is costly only in computational time, and the calculation of pairwise overlap is slightly more complicated, without presenting any theoretical obstruction.
3. INTERACTION ENERGY MODEL

Given a finite subset of candidates \( X \subseteq C \), our energy function is composed of a unary energy term \( U_1 \) as well as a pairwise interaction energy \( U_2 \):

\[
U(X) := \sum_{c_i \in X} D(c_i) + \sum_{c_i,c_j \in X} \chi_{[0,\infty)}(d(c_i, c_j))
\]

\[
U_1(X) = \left\{ \begin{array}{ll}
U_2(X) & \text{if } r_i \geq 0 \\
\infty & \text{else}
\end{array} \right.
\]

where \( d \) measures the distance between two candidates \( c_i \) and \( c_j \), and

\[
\chi_{[0,\infty)}(r) := \begin{cases} 
0 & \text{if } r \geq 0 \\
\infty & \text{else}
\end{cases}
\]

is the characteristic function. \( U_1 \) assigns a function \( D \) rewarding fidelity to image data to each possible candidate, while \( U_2 \) excludes pairs of candidates that interact in a way we deem unrealistic with an infinite penalty. Specifically, if \( p_i \) and \( r_i \) are defined as center point and radius of a candidate circle \( c_i \), we define

\[
d(c_i, c_j) := ||p_i - p_j|| - t(r_i + r_j)
\]

as a measure of pairwise overlap relative to circle radius. The parameter \( t \) governs the amount of overlap that is still acceptable, \( t = 1 \) meaning no overlap at all. Our choice of the data fidelity term \( D \) is dependent on the sampling probabilities output by the Set Cover update and will be explained in detail in section 4.

In earlier works (for example, [6]) graph cut methods were used for energy minimization. Application of this method is, however, limited to minimizing over two subsets \( X_1 \) and \( X_2 \), each of which must internally be non-interacting, i.e. \( U_2(X_1) = U_2(X_2) = 0 \). Using a binary global optimizer allows for more flexibility in the number and choice of candidates over which the energy is minimized. It further eliminates the need to calculate a set of non-interacting candidates as a preprocessing step to energy minimization. Tree Reweighted Message Passing (TRWS) is our binary optimizer of choice, primarily because its exceptional speed is convenient for repeated minimization (see [10] for a detailed description of the method).

Our approach consists of iteratively sampling a finite set of candidates according to a probability distribution \( \mu_n \), finding a subset \( C^*_n \) that minimizes the energy over both the newly sampled candidates and the optimum calculated in the previous step, and updating the probability distribution \( \mu_n \) using the update described in the next section. See Algorithm 1 for an overview.

Algorithm 1: Model-Based Set Covering

| Sample \( C \supseteq C_{(0)} \sim \mu_0 \) |
| while \( n < \eta_{\text{max}} \) do |
| Sample a new set of candidates \( N_{(n)} \sim \mu_n \) |
| Combine with old optimum: \( C_{(n)} = N_{(n)} \cup C^*_{(n-1)} \) |
| Minimize energy: \( C^*_{(n)} = \arg\min_{X \subseteq C_{(n)}} U(X) \) |
| Update \( \mu_n \) using Algorithm 2 |
| return \( C^*_{(\eta_{\text{max}})} \) |

4. PROBABILITY UPDATE USING RANDOMIZED SET COVERING

As mentioned before, the basic idea of the Set Cover update is to view the labeling of candidates as the problem of finding a minimal set of candidates that cover all object pixels. This minimal set cover is approximated by iteratively increasing the probability of covering those pixels which are covered with a low probability in the current step: Given \( p \in P \), where \( P \) is the set of all object pixels – obtained, for example, by thresholding – we can define

\[
C^p := \{ c \in C : c \cap \{ p \} \neq \emptyset \}
\]

as the set of all candidates that potentially cover the pixel \( p \). If \( p \) is not covered in a certain step, and the a priori probability of covering it is smaller than a predefined value \( \varepsilon \), i.e.

\[
\mu_n(C^p) := \sum_{c \in C^p} \mu_n(c) < \varepsilon
\]

we double the current probabilities \( \mu_n(c) \) of all candidates in this set, followed by normalization to obtain a new distribution \( \mu_{(n+1)} \). The set cover probability update is summarized in Algorithm 2.

Algorithm 2: Set Cover Probability Update

| set \( \overline{P}_e = P \setminus \bigcup C_n \) |
| if \( \overline{P}_e \neq \emptyset \) then |
| pick any point \( p \in \overline{P}_e \) |
| if \( \mu_n(C^p) < \varepsilon \) then |
| \( \omega(c) \leftarrow 2\mu_{(n+1)}(c) \) for all \( C^p \) |
| \( \omega(c) \leftarrow \mu_{(n+1)}(c) \) for all \( C^p \) |
| Normalize: \( \mu_{(n+1)}(e) \leftarrow \frac{\omega(c)}{\sum_c \omega(c)} \) for all \( C^p \) |
| else |
| \( \mu_{(n+1)} \leftarrow \mu_n \) |

If a set \( O \) of \( k \) optimal candidates exists and \( \varepsilon < 2^{1 \over k} - 1 \), condition (5) ensures that \( \mu_n(O) \) grows in each step. Convergence is guaranteed in almost surely finite time if the probability of condition (5) being satisfied is not zero. For details on the proof of convergence, see [7]. Note that while the original setting does not include object interaction, the proof of convergence only relies on the existence of an optimal subset, and the probabilities of its members being updated in each step, and thus still holds. Similarly, the update can be performed for multiple points \( p_i \) in one step, as long as the sets \( C^p_i \) do not intersect.

In practice, a non-zero probability for condition (5) can be easily verified in a stepwise manner. The choice of a value of \( \varepsilon \) that guarantees convergence requires estimating an upper bound of the cardinality of a set of optimal candidates, i.e. the number of cells. This bound does not need to be precise, however. For our application, we estimate the number of cells as a fixed multiple of the number of connected components of the thresholded cell image (either 1.4 or 2.4 was used as a factor depending on cell density).

4.1. Data Term

The Set Cover algorithm is constructed to assign large probabilities to members of a minimal covering set, i.e. candidates that cover a lot of object pixels that others do not. This also means that the output probabilities can serve as an implicitly constructed data term \( D \), see figure 1 for an example.
For our application, we choose a rescaled version of the probabilities $\mu_n$ as the data term. Specifically, given a set of sampled candidates $X$, we take the logarithm of $\mu_n$ set the overall minimum to 0, the maximum to 1, and take the negative to obtain low values of the data term for candidates with high probabilities:

$$D'(c) := \log(\mu_n(c)) - \min_{c \in X} (\log \mu_n(c))$$

$$D(c) = -\frac{D'(c)}{\max_{c \in X} D'(c)}$$

Rescaling avoids rounding errors both internally and in the TRWS minimization, as the increase of probabilities $\mu_n$ depends exponentially on the number of updates.

Constructing the unary energy in such a way eliminates the need to separately calculate a data term for each candidate, which may lead to a significant speed-up, especially for a large number of candidates and a computational expensive data term. However, the main advantage is that for an optimal set of candidates $C$, its probability $\mu_n(C)$ increases with each update, leading to a steadily decreasing data term. If the interaction energy is not chosen unrealistically, i.e., assigning an infinite penalty to pairs of optimal candidates, this means that as the number of probability updates increases, better candidates will not only be preferably randomly sampled, but also more and more likely to be part of a stepwise energy minimum.

The main disadvantage of this method is that candidates that cover more points have a high chance of being updated more often, and thus be assigned a higher probabilities than their subsets, even if, for example, the ratio of covered object pixels to the total area of the candidate is bad. We address this problem by assigning a penalty depending on the radius of the candidate at the start of the algorithm, ensuring that if a smaller candidate covers the same object points as a larger one, it will be always preferably chosen.

5. EXPERIMENTAL RESULTS

5.1. Setup and Methodology

Recall that the set of candidates $C$ consists of circles defined by their points of origin $p_i \in P$ and radii $r_i \in R$. The set $P^r$ can naïvely be chosen as the set of all image pixels. We apply an isotropic Gaussian filter to the original image and subsequently use conservative thresholding on the result to eliminate all very unlikely candidate centers as a pre-processing step for all algorithms. We choose the 9 possible radii $R = \{7, 8, \ldots, 15\}$ based on an inspection of typical cell sizes. As a post-processing step, we perform marker-controlled watershed segmentation on the thresholded image, using the centres of segmented candidates as seeds, to improve the local matching of candidate shape to image data. Since seeded watershed is prone to oversegmentation, we apply the algorithm locally on the connected components of the thresholded image, and ignore connected components that are smaller than 5 pixels (see figure 2 for an example). As mentioned in section 4, we estimate the number $k$ of cells as a multiple of the connected components of the thresholded cell image: 1.4 for easy and medium images, and 2.4 for difficult ones. Furthermore, for the interaction energy, we heuristically set the parameters to $t = 0.75$ (see (3)), $|C_{ij}| = 3k$ (see Algorithm 1), and the starting penalty for candidates of radius $r$ to $q(r) = 4^{-r^2}$ (see the last paragraph of subsection 4.1).

We evaluate three different approaches: First, our proposed approach, referred to as MBSC; its starting probabilities are proportional to the output of the filter-based pre-processing multiplied by $q(r)$. Second, a version of the approach that uses static uniform sampling probabilities and the static data term for circles proposed in [9] (MBC) with parameter $d_0 = 0.1$, and third, an approach that uses the data term of MBC multiplied by $q(r)$ as starting probabilities, but is otherwise identical to the first approach (denoted as MBSC/MBC). Note that MBC is similar to the Multiple Birth and Cut algorithm proposed in [1], with the difference of using a slightly different data term, and an interaction term that defines overlap based on distance instead of area. Also, in contrast to [1], the repeated energy minimization is performed on a random set of size $3k$ using the TRWS minimizer, instead of employing graph cuts on two sets of non-interacting candidates of roughly size $k$, as used for all three approaches evaluated here. In addition, we compare the three approaches with a standard segmentation method, namely Otsu thresholding [11] as implemented in Fiji/ImageJ [12] with additional pre- and post-processing (contrast enhancement, anisotropic filtering, and morphological opening to fill holes).

5.2. Data and Performance Measures

We apply the approaches to microscopy images of fluorescently labeled neuroblastoma cell lines (see [13] for a detailed description of the data). The images have a size of 1344 x 1024 pixels. For the evaluation, the image data is categorized into different degrees of difficulty: the images of the cell line SH-EP exhibit a small to medium cell count and little clustering (low to medium difficulty). The images of the cell line SK-N-BE(2)-C have a high cell count as well as many clustering cells and constitute more challenging data. The evaluation is performed on 18 images comprising 6 images of each category of difficulty, i.e., easy, medium, and difficult. An example of an image of category easy is shown in figure 3a.

The performance of the approaches is evaluated with respect to manual segmentation by a human expert. The values of the con-

Fig. 1: Small section of a cell image with two touching cells. (a) Original image. (b) Probabilities assigned to possible centers of larger candidates and (c) smaller ones. For large candidates, one circle placed in the center of both cells is a minimal covering set, and the algorithm assigns large probabilities to this region. For those candidates of approximately the cell size, a minimal covering set consists of two candidates placed roughly in the center of each cell.

(a) Approximate segmentation (b) Segmentation result after using circular candidates seeded watershed transform
fusion matrix (True Positives, False Positives, True Negatives, and False Negatives) are used to determine recall and precision values. Additionally, we investigate the performance of the approaches using a selection of measures described in [14]. We used an overlap-based metric (Dice coefficient, F-measure), a distance-based metric (Hausdorff distance), and a pair-counting-based metric (Adjusted Rand Index, ARI) to assess different characteristics of the segmentation results. For the Hausdorff distance we calculate the modified Hausdorff distance as proposed in [15] for the True Positives. All measures are normalized with respect to the number of cells or pixels in the manually segmented images and averaged over all images of the respective category of difficulty.

5.3. Results

On average, manual segmentation resulted in a total of 74 cells per image for "easy", 419 cells for "medium", and 641 cells for "difficult" data. The results for the different performance measures averaged over all images of the respective category of difficulty are summarized in table 1. For all approaches the results for difficult data are worse compared to easy and medium data. Although the MBC algorithm achieves the highest recall and lowest FNR, this is mainly due to a consistent oversegmentation as evident in the relatively low precision. In terms of precision, Otsu thresholding yields the best results, and both MBSC and MBSC/MBC perform better than MBC. Also, MBSC/MBC is better than MBSC. Except for difficult images, MBSC and MBSC/MBC perform comparably well. Concerning the Hausdorff distance, MBC performs better than both MBSC and MBSC/MBC, and it is outperformed by Otsu thresholding for difficult images. However, the results for the Hausdorff distance should be interpreted with caution due to the relatively large standard deviations. Both MBSC and MBSC/MBC consistently outperform Otsu thresholding as well as MBC with regard to the Dice coefficient and ARI. The improvement is more prominent for difficult images with a high cell density and a higher amount of clustering. MBSC/MBC yields similar or slightly better results compared to MBSC in terms of precision, Dice coefficient, and ARI. The results show that although better-tuned starting probabilities of MBSC/MBC do have a slight positive influence, the Set Cover probability update of MBSC and MBSC/MBC has a much stronger impact on the result, and the result generally does not depend on the initialization.

Table 1: Averaged values of different performance measures chosen for the segmentation approaches applied to "easy", "medium" and "difficult" cell images. FNR is the false negative rate, and MCN is the mean cell number per image.

<table>
<thead>
<tr>
<th></th>
<th>easy</th>
<th>medium</th>
<th>difficult</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Otsu</td>
<td>MBC</td>
<td>MBSC/MBC</td>
</tr>
<tr>
<td>Precision</td>
<td>98.8 ± 0.3</td>
<td>77.9 ± 0.3</td>
<td>95.7 ± 0.3</td>
</tr>
<tr>
<td>Recall</td>
<td>87.9 ± 0.3</td>
<td>91.4 ± 0.3</td>
<td>87.8 ± 0.3</td>
</tr>
<tr>
<td>FNR</td>
<td>12.1 ± 0.6</td>
<td>8.63 ± 0.6</td>
<td>12.6 ± 0.6</td>
</tr>
<tr>
<td>Dice</td>
<td>0.846 ± 0.859</td>
<td>0.876 ± 0.876</td>
<td>0.865 ± 0.871</td>
</tr>
<tr>
<td>σ_Dice</td>
<td>± 0.014 ± 0.007 ± 0.005 ± 0.004 ± 0.016 ± 0.021 ± 0.009 ± 0.017 ± 0.025 ± 0.008 ± 0.047</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hausdorff</td>
<td>1.77 ± 0.75</td>
<td>1.87 ± 0.86</td>
<td>1.86 ± 0.96</td>
</tr>
<tr>
<td>σ_Hausdorff</td>
<td>± 0.311 ± 0.468 ± 0.374 ± 0.373 ± 1.484 ± 1.263 ± 1.16 ± 1.194 ± 1.053 ± 1.394 ± 1.723 ± 0.571</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARI</td>
<td>0.839 ± 0.852</td>
<td>0.869 ± 0.869</td>
<td>0.825 ± 0.825</td>
</tr>
<tr>
<td>σ_ARI</td>
<td>± 0.014 ± 0.008 ± 0.005 ± 0.004 ± 0.019 ± 0.014 ± 0.011 ± 0.011 ± 0.033 ± 0.042 ± 0.021 ± 0.071</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MCN</td>
<td>74 ± 14</td>
<td>419 ± 50</td>
<td>641 ± 45</td>
</tr>
</tbody>
</table>

6. SUMMARY AND DISCUSSION

We have introduced an approach for cell segmentation which combines marked point process-based segmentation through repeated energy minimization with iterative candidate reweighting by a randomized set covering algorithm. The approach has several advantages: On the theoretical side, a stronger convergence is guaranteed, and it is not necessary to explicitly calculate a fitting data term. Experimentally, we found that our approach generally leads to improved results compared to a method based on the same energy model where the sampling probabilities and the data term are not updated. By combining our method with the data term previously presented in [9] the result was further improved. An extension of our approach would be the use of candidate shapes with a higher number of parameters, as well as a more sophisticated model of object interaction.
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